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ABSTRACT: Cost-sensitive classification considers the varying costs of particular incorrect sorting. Both cost-

sensitive classification and online learning have been broadly researched in data mining and machine learning 

communities, respectively. However, very restricted study addresses an essential intersecting issue, that  is, 

“Cost-Sensitive Online Classification". Cost of what is misclassified is definitely not considered for the 

measuring execution in general methodologies; cost sensitive classification considers expense of the  

misclassified label. In this paper we proposed, formally study this issue, and propose a new framework for 

Cost-Sensitive Online Classification by directly surging cost-sensitive symptoms implementing online gradient 

descent methods. malicious Uniform Resource Locator (URL) detection is an essential issue in web search and 

mining, which plays a complex role in internet protection.  
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I.INTRODUCTION 

Today, a critical need in data mining and machine learning is to implement proficient and versatile 

algorithms for mining substantial fast developing data. The work is mainly related to four groups in data 

mining and machine learning: 

 

1.Cost Sensitive Classification  

 

Cost-sensitive classification considers the differing cost of distinctive mis-classification type. The cost-

sensitive learning process then tries to minimize the amount of high cost slips and the total incorrect 

sorting price. A cost –sensitive classification technique considers the cost matrix amidst model building 

and produces a model that has the most decreased cost. Reported works in cost sensitive learning fall into 

three class. 

 

i.Weighting the data space: 

The circulation of the preparation set is adjusted with respects to misclassification costs, such that the 

altered dissemination is one-sided towards the expensive classes. Against the ordinary space without 
considering the expense thing, cost thing, give us a chance to call a data space with area X Y C as the 

cost-space, in that X stand for a the input space, Y stand for a the yield space and C is the cost associated 

with mislabeling that representation. In case there have cases this prospect structure have drawn from a 

conveyance D in the cost -space, by then this prospect structure can have another dissemination D in the 

normal space that 

                                              𝐷(𝑋, 𝑌) ⋀ (𝐶/𝐸_(𝑋𝑌 𝐶) ~ 𝐷[𝐶])𝐷(𝑋, 𝑌, 𝐶)……………………………….(1) 
Where, E_(XY C) ~ D[C] is the expectation of expense qualities. 

 

ii.Making a specific  classifier learning algorithm cost-sensitive:  

For example, in the context of decision tree induction, the tree-building strategies are adapted to minimize 

the mis-classification costs. The cost in-formation is used to: (1)choose the best attribute to split  the 
data[1],[2]; and (2) determine whether a subtree should be pruned [3]. 

  

iii.By use of Bayes risk theory to assign each sample to its lowest risk class: 

For instance, an average decision tree for a binary classification issue allots The class label of a leaf node 

relying up on the greater part class of the training Examples that achieve the node. A cost-sensitive 

algorithm allocates the class label to the node that minimizes the classification  cost [4],[5]. 

 

2.Online learning :  

As of late an extensive gauge of new online learning algorithms has been created in light of the standard 

of greatest edge [4, 5, 6, 7, 8]. One eminent method is the Passive-Aggressive (PA) strategy [7], which 
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updates the arrangement capacity when another illustration is misclassified on the other hand its 

classification score, does not surpass some predefined edge. In the proposed system PA calculation 

isapply to explain the online learning task.Online learning which represents is as family of effective also, 

adaptable machine learning  

 

3. Anomaly Detection: 

    The Aim of anomaly detection is to discover unusual data patterns which do not re- late to normal 

patterns.. Anomaly detection is additionally can say that outlier detection on the other hand interest 

acknowledgment. An identifier which has coveted false positive rate can be achieved by decrease into 

Neyman-Pearson classification. Interestingly of inductive technique, semi-supervised novelty detection 

(SSND) concedes finders that are ideal regardless of the circulation on novelties. Anomaly detection is also 

can say that outlier detection or novelty detection. 

 

4. Malicious URL Detection: 

    In the Malicious URL detection this is related to how to detect malicious URLs automatically or semi-

automatically, which has been extensively studied in web and data mining communities for years In 

general, which is divide the existing work into two categories: (i) non-machine learning methods, such as 
blacklist-ing [13] or rule-based approaches ; and(ii) machine learning methods. 

In writing, an collection of machine learning plans have been proposed for malicious URL detection, which can 

be assembled into two characterization: (i) regular batch machine learning systems [15], and (ii) online learning 

techniques [14].Most of the existing malicious URL recognition techniques utilize customary regular batch 

classification methods to learn a classification model (classifier) from a preparing information set of named 

examples and after that applies the model to classify a test/unremarkable case. 

 

II.PROPOSED SYSTEM: 

 

    Main objective of this paper is to develop a system which will deal with the fact that each time getting 

actual class of the instance is not possible and will consider the cost of the misclassification to update the 
classifier in case of suffer loss. In proposed the online dynamic learning with cost sensitivity (ODLCS) 

which will main objective of proposed system. As a rule, this can be defined as a binary classification task 

where malicious URL instances are from positive class (“+1”) and normal URL instances are from 

negative (“-1”). The objective of regulated malicious URL detection is to build a predictive model that can 

precisely foresee if an incoming URL example is malicious or not. 

For an online malicious URL detection task, the objective is to create an online learner to incrementally 

assemble a classification model from a grouping of URL training data instances by means of aniline 

learning fashion. 

    Specifically, for each one learning round, the learner first gets another incoming URL occurrence for 

detection; it then applies the classification model to foresee in the event that it is malicious or not; toward 

the end of the learning round, if reality class name of the example can be the classification model at 

whatever point the classification is incorrect As a rule it is regular to apply online learning to understand 
online malicious URL detection. Plainly it is inconceivable or exceedingly lavish if the learner queries the 

class label of each incoming occurrence in an online malicious URL detection task. To address this 

challenge, in the proposed system to investigate a novel framework of ODLCS. 

 

III.SYSTEM ARCHITECTURE: 

 

   The target of directed malicious URL discovery is to manufacture a prescient model that can unequivocally 

predict if an approaching URL sample is noxious or not[16][17]. In proposed the online dynamic learning with 

cost sensitivity (ODLCS) which will primary target of proposed framework, which is expressed previously. 

Primary target of this paper is to add to a framework which will manage the way that every time getting real 

class of the example is impractical and will consider the expense of the misclassification to upgrade the 
classifier in the event of endure misfortune. In any case, it is unfeasible to explicitly apply a current online 

learning framework to settle these issues. This is by virtue of a schedule online classification undertaking 

typically acknowledge the class label of every approaching event will be revealed keeping in mind the end goal 

to be used to upgrade the classification model toward the end of every learning round.  
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                                         Figure1:System Architecture 

    Plainly it is unfathomable or exceedingly rich if the learner queries the class name of every approaching event 

in an online malicious URL detection assignment. To address this test, in the proposed framework to research a 
novel system of ODLCS as demonstrated in Figure 1. Generally speaking, the proposed ODLCS system tries to 

address two key troubles in a systematic and synergic learning philosophy: 

(i) The learner must choose when it ought to query the class label of an approaching URL case; likewise 

(ii) How to update the classifier in the best path where there is another marked URL event. 

 

2. Mathematical Model for Proposed Work: 

                                     𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  (𝑇𝑝 −  𝑀𝑝) / 𝑇𝑝𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  (𝑇𝑛 −  𝑀𝑛) / 𝑇𝑛……………… ..(2) 
                                                                  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  (𝑇𝑀) / 𝑇………………………………………..... (.3) 
Where, M = denote the number of mistakes, Mp = denote the number of false negatives, Mn = denote the 

number of false positives, T = to denote the set of indexes of negative examples, Tp = denote the number of 
positive examples, Tn = denote the number of negative examples. 

𝑠𝑢𝑚 𝑜𝑓 𝑤𝑒𝑖𝑔𝑕𝑡𝑒𝑑 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑎𝑛𝑑 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦: 𝑠𝑢𝑚 =  𝜂𝑝 ×  𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 +  𝜂𝑛 ×  𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦………(4) 
Where, 0≤ ηp,ηn ≤1 and ηp+ ηn=1:When ηp=ηn=1/2 , sum is the well-known balanced accuracy. 

                         𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 𝑠𝑢𝑓𝑓𝑒𝑟𝑒𝑑 𝑏𝑦 𝑡𝑕𝑒 𝑎𝑙𝑔𝑜𝑟𝑖𝑡𝑕𝑚: 𝑐𝑜𝑠𝑡 =  𝑐𝑝 × 𝑀𝑝 +  𝑐𝑛 × 𝑀𝑛…………………..(5) 
Where, Mp and Mn are the number of false negatives and false positives respectively, 

0≤ cp,cn ≤1 are the cost parameters for positive and negative classes, respectively 

                                           𝑈𝑅𝐿 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛: 𝐹_𝑝^𝑏 (𝑤) = 1/2‖𝑤‖2 + 𝐶_(𝑡 = 1)^𝑇 𝑙𝑡(𝑤)……….…………(6) 

Where regularization parameter C > 0. loss function lt(w). 

 

3. Algorithm: 

A) .ODLCS algorithm 

Step 1: INPUT: penalty parameter, bias parameter, smoothes parameter. 

Step 2: INITILIZATION: classifier as zero. 

Step 3: For every incoming instance. 

Step 4: Receiving incoming instance. 

Step 5: Predicting label of each instance by using classifier. 

Step 6: Draw a Bernoulli random variable of parameter. 

Step 7: If a Bernoulli random variable is 1 and then suffer loss occur in instance then update classifier.                                                                                                                           

Step 8: End 

 

 

4. Experimental Setup: 

  The system is built using Java framework (version jdk 6) on Windows platform. The Netbeans (version 6.9) is 

used as a development tool. The system doesn’t require any specific hardware to run; any standard machine is 

capable of running the application. 

 

 

IV:CONCLUSION 

 

   The system proposed a novel framework of Online Dynamic Learning with Cost Sen-sitivity (ODLCS) 

to handling real-world applications in the classification domain like online malicious URL detection task. 

This system introduces the ODLCS algorithms to advance cost-sensitive measures and theoretically 
dissect the limits of the proposed algorithms. In proposed system result shows:(i) the proposed ODLCS 

method is able to consider capably out perform a number of supervised cost-sensitive or cost-insensitive 

online learning algorithms for malicious URL detection tasks (ii)the proposed ODLCS algorithms are 

highly efficient and scalable for web-scale applications 
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